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We describe work in progress with the aim of constructing a computational
model of emotional learning and processing inspired by neurophysiological
¢ndings. The main brain areas modeled are the amygdala and the
orbitofrontal cortex and the interaction between them. We want to show that
(1) there exists enough physiological data to suggest the overall architecture of
a computational model, (2) emotion plays a clear role in learning the behavior.
We review neurophysiological data and present a computational model that is
subsequently tested in simulation.

In Mowrer’s in£uential two-process theory of learning, the acquisition of
a learned response was considered to proceed in two steps (Mowrer,
1960/1973). In the ¢rst step, the stimulus is associated with its emotional
consequences. In the second step, this emotional evaluation shapes an
association between the stimulus and the response. Mowrer made an
important contribution to learning theory when he acknowledged that
emotion plays an important role in learning. Another important aspect
of the theory is that it suggests a role for emotions that can easily be
implemented as a computational model. Different versions of the
two-process theory have been implemented as computational models,
for example, Klopf, Morgan, and Weaver (1993), Balkenius (1995,
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1996), Schmajuk (1997), and Balkenius and Morën (1999). Gray (1975)
describes yet another version of the theory. In some respects, the
learning model proposed by Grossberg (1987) is also an instance of
the two-process idea. The goal of the present work is to show that
¢ndings from neurophysiology can be used to give new insights into
the emotional process in a two-process model.

Our aim is to show how data from learning theory combined with
neurophysiological ¢ndings can be used to construct a computational
model of emotional processing. However, the model we present does
not pretend to model every physiological detail of the emotional learning
system in the brain. We aim instead for a functional description of the
various areas involved in emotion. Since it is overall system properties
that we try to model, we will not replicate every detail of every
subsystem. Although it would be interesting to develop a more
physiologically realistic model, this is clearly not possible with the lim-
ited knowledge we have today of the brain structures involved.

Below we review physiological data that suggests the possible archi-
tecture of the emotional learning system in the brain. This data is used
to develop a preliminary computational model that is shown to roughly
model some qualitative aspects of emotional learning. The presented
model is at a very early stage of development but shows that it is possible
to use anatomical and physiological data in the search for a com-
putational model of emotion. Most of all, we want to show that
emotions in the sense described here are in no way magical but make
both computational and behavioral sense.

EMOTION AND THE BRAIN

There exist a large database of neurophysiological ¢ndings that can be
used to constrain a model of emotional processing in the brain. In this
section we will present a concise description of the main brain areas
believed to participate in emotion (Figure 1). We are especially interested
in the acquisition and expression of the conditioned emotional response.

Recently, it has been suggested that the association between a stimu-
lus and its emotional consequences takes place in the brain in the
amygdala (LeDoux, 1995; Rolls, 1995). In this region, highly analyzed
stimulus representations in sensory cortex are associated with an
emotional value. Evidence suggest that the process involved is classical
conditioning (LeDoux, 1995; Rolls, 1995). The result of this learning
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is subsequently sent to other brain structures, including the
hypothalamus, which produces the emotional reactions. Rolls (1986,
1995) has suggested that the role of the amygdala is to assign emotional
value to each stimulus that has previously been paired with a primary
reinforcer.

The amygdala receives input from all levels of sensory processing.
From the thalamus it receives early sensory signals that have not yet
been highly analyzed (LeDoux, 1995). A more thorough analysis of a
stimulus is done in the sensory cortex that also projects to the amygdala
(Amaral et al., 1992; Rolls, 1995). Furthermore, the amygdala receives
input from olfactory (McLean & Shipley, 1992) and gustatory areas
as well as from the hippocampus (Amaral, Price, PitkÌnen, &
Carmichael, 1992).

It is useful to distinguish between three different types of input
signals to the amygdala. The ¢rst is signals that code parts of the current

Figure 1. The anatomy of the emotional conditioning system in the macaque brain (based
on the Brain Atlas templates from Martin and Bowden (1997)). Nuclei of the amygdala:
LA, lateral nucleus; BA, basal nucleus; ABA, accessory basal nucleus; CoA, cortical
nucleus; MeA, medial nucleus; CeA, central nucleus. Higher sensory areas. ITG, inferior
temporal gyrus; Ent, entorhinal cortex; HC, hippocampus. Nuclei of the hypothalamus:
LH, lateral nucleus; VMH, ventromedial nucleus; DM, dorsomedial nucleus. Orbito-frontal
regions: LOrG, lateral orbital gyrus; MOrG, medial orbital gyrus; FOG, fronto-orbital
gyrus; AO, anterior olfactory nucleus.
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sensory situation. What is it I am looking at? What is it I hear? Such
signals are initially neutral but can acquire emotional properties
through learning. The second type of input have innate signi¢cance.
These carry information about the value of a stimulus. Is it appetitive
or aversive? Can it be eaten? Does it present a threat? Is it a potential
mate? The third type of input informs the amygdala of the current
motivational state of the organism. Am I hungry, satiated, or sexually
aroused?

Lesions of the amygdala produce striking effects on behavior
(Weiskrantz, 1956). Monkeys with amygdaloid lesions show a marked
lack of fear. They may play with objects, such as snakes, which would
otherwise frighten them. They also increase their oral behavior and have
learning problems. Other problems are loss of social dominance,
inappropriate social behavior, change in social and sexual preferences,
less facial expressions, and vocalization (Kolb & Whishaw, 1990).

Human lesions of the amygdala appear to contribute to a large
portion of the so-called KlÏver^Bucy Syndrome, which may result from
damage to the temporal cortex (KlÏver & Bucy, 1939). This syndrome
consists of tameness, loss of fear, indiscriminate dietary behavior,
increased sexual behavior with inappropriate object choice,
hypermetamorphosis, a tendency to examine all objects with the mouth
and visual agnosia (Kolb & Whishaw, 1990). The last effect is probably
due to damage to the inferior temporal gyrus close to the amygdala.

The associative learning in the amygdala is assumed to be aided by
parts of the prefrontal cortex whose role is to inhibit associations in
the amygdala that are no longer valid (Rolls, 1995). From the view
of learning theory, the amygdala appears to handle learning from pri-
mary reinforcement, while the prefrontal cortex is involved in the detec-
tion of omission of reinforcement (Rolls, 1995; Schoenbaum, Chiba,
& Gallagher, 1998).

Lesions of the frontal cortex in animals have been reported to make
the animals unable to deal with aggression (Butter & Snyder, 1972). Ani-
mals show increased aversion and reduced aggression. Frontal animals
have also been reported to be frustration resistant, ignoring the omission
of expected reward (Fuster, 1997). Since omission of an expected reward
is what causes extinction, one would expect that extinction is impaired
by frontal lesions and this is in fact the case (Tanaka, 1973; LeDoux,
Romanski, & Xagoraris, 1989). When frontal animals are requested
to extinguish a previously conditioned behavior they persevere in their
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learned behavior. LeDoux et al. (1989) have shown that lesions of
sensory cortex also prevent extinction. It is likely that the explanation
of these results is that the frontal cortex mediates inhibitory in£uences
on the amygdala from sensory cortex.

In humans, frontal lesions result in an inability to change behavior
that is no longer appropriate (Shimamura, 1995; Kolb & Whishaw,
1990). For example, in the Wisconsin Card-Sorting Test, subjects are
asked to ¢rst ¢gure out how to sort cards according to a simple criterion
such as color. When the subjects succeed, the criterion is changed
and the subjects have to ¢nd the new rule. Frontal patients are often
unable to do this. They may be able to verbalize that the rules have
changed but they will persevere in their incorrect behavior (Kolb &
Whishaw, 1990).

The amygdala-prefrontal system is strategically placed close to both
the higher cortical sensory areas and smell and taste areas (Amaral et
al., 1992). It is also near to the various regions constituting the basal
ganglia that are assumed to be involved in the reinforcement of motor
actions (Gray, 1995; Rolls, 1995; Heimer, Switzer, & Van Hoesen, 1982).
The amygdala is thought to be involved in classical acquisition and
extinction only (Poremba & Gabriel, 1999). Instrumental conditioning
is handled by other areas, possibly the ventral striatum or nucleus
accumbens of the basal ganglia, which is the main interface between
the limbic system and the basal ganglia (Gray, 1995). These anatomical
facts ¢t well with a two-process theory of learning where reinforcement
is ¢rst associated with a stimulus and only later with a response (Gray,
1975; Mowrer, 1960/1973).

In this context, it is important to note the difference between the
conditioning that takes place in the amygdala and the well-known
conditioning in the cerebellum (Thompson, 1988; Yeo & Hesslow, 1998).
It appears that conditioning in the amygdala establishes sensory-
emotional association, while the cerebellum is involved in stimulus^
response learning and the precise timing of responses, possibly aided
by the reinforcement system of the basal ganglia (Schultz, Romo,
Ljungberg, Mirenowicz, Jollerman, & Dickinson, 1995). From a
two-process perspective, the two structures are different components
of the same learning system (Gray, 1975; Rolls, 1995). The emotional
representation of a stimulus independently of any response also makes
sense from a behavioral standpoint (Rolls, 1995). If the behavior associ-
ated with a certain stimulus cannot be performed, the emotional rep-
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resentation is still intact and can be used to select appropriate innate
behaviors.

It seems clear that the amygdala plays a central role in the sensory
control of emotional reactions. In the next two sections we take a closer
look at the amygdala and prefrontal cortex and the interaction between
them. The goal will be to describe the basis for the computational model
that is presented in the following section.

THE AMYGDALA

The amygdala consists of a number of distinct nuclei (Figure 1). At least
seven main regions can be identi¢ed and these can be further divided
into subnuclei (Amaral et al., 1992; PitkÌnen, Savander, & LeDoux,
1997).

The lateral nucleus is the main input for sensory information
(Amaral et al., 1992). From there, information is spread to all the other
nuclei of the amygdala. The two other main nuclei are the basal nucleus
and the accessory basal nucleus (Amaral et al., 1992). Both these struc-
tures receive inputs from the lateral nucleus and can be seen as inter-
mediate processing stages. Finally, the information reaches the
central and medial nuclei that constitute the main output region of
the amygdala (Amaral et al., 1992). On the surface of the amygdala lies
the paralaminar nucleus and the periamygdaloid cortex. The latter is
a cortical area for olfactory processing.

Although the lateral nucleus is mainly an input structure and the
central and medial nuclei are output structures, all nuclei both receive
inputs from other parts of the brain and send outputs to them (Amaral
et al., 1992). These connections are described in the following
subsections.

Inputs to the Amygdala

There are three main sensory inputs to the amygdala that code for the
current situation at different levels of detail. These inputs originate in
the thalamus and other subcortical areas, sensory cortex, and prefrontal
cortex (Figure 2).

The ¢rst type of information reaches the amygdala from the
thalamus. Here, one ¢nds connections from the auditory analysis area
in the inferior colliculus through the medial geniculate nucleus (LeDoux,
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1992; Weinberger, 1995). The role of these early connections may be to
allow the amygdala to generate emotional response with very short
latency and prepare the organism for ¢ght or £ight (Gray, 1995). This
initial reaction can subsequently be modulated by the higher sensory
areas. Similar connections from the lateral geniculate nucleus through
which visual information travels have not been reported.

There are also connections from the ventroposterior medial nucleus
of the thalamus that contains ¢bers which carry gustatory and visceral
information (Amaral et al., 1992). This may be an early route through
which the amygdala can learn about the consequences of ingesting a cer-
tain food substance. These may function as primary reward and
punishment in the learning process in the amygdala. Information from
the somatosensory pain system is likely to enter at this level also but
data is currently lacking (Davis, 1992).

Other low-level inputs come from all the olfactory cortical areas
including the periamygdaloid cortex (Amaral et al., 1992). The amygdala
also receives direct input from the accessory olfactory bulb which carry
information about pheromones from the vomeronasal organ (McLean
& Shipley, 1992).

The importance of the low-level inputs to the amygdala has been
disputed. For example, Rolls (1995) states that the earlier stages of
sensory processing only plays a minor role in the activation of the
amygdala. On the other hand, LeDoux (1995) assigns an important role
to the signals from the auditory thalamus. One possibly important aspect
of the inputs from lower structures is that these pathways are quicker
than the more highly analyzed. It is possible that the role of these con-
nections are to prepare the emotional system for the more extensively
processed signals or for action. Either way, it is clear that emotionally

Figure 2. Summary of the sensory inputs to the amygdala.
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signi¢cant information reaches the amygdala from lower structures and
these are likely to be used as reward and punishment in the learning
process.

The amygdala also receives highly analyzed input from all the
sensory cortices. These signals enter the amygdala in the lateral and
basal nuclei (Amaral et al., 1992; Rolls, 1995; LeDoux, 1995). The visual
input includes signals from the inferior temporal cortex (IT) with the
highest level of visual analysis (Rolls, 1995). Cells have been found in
the IT that react to complex visual stimuli such as objects and faces
(Perrett, Heitanen, Oram, & Benson, 1992; Desimone, Albright, Gross,
& Bruce, 1984). The role of these connections appears to be to supply
the amygdala with highly analyzed signals that can be given emotional
signi¢cance.

Especially interesting are the cells in the IT that react to faces.
Some of these cells react to speci¢c persons regardless of the
orientation of the face, while other cells react to any face given that
it has a speci¢c orientation in space or a certain facial expression
(Perrett et al., 1992; Desimone et al., 1984). These different types of
representations are important for assigning emotional value both to
speci¢c persons and to emotional expressions and gestures. The access-
ory basal amygdaloid nucleus also contain cells that react to presen-
tation of faces (Leonard, Rolls, Wilson, & Baylis, 1985). It is likely
that these cells receive input from the regions of the inferior temporal
cortex that react to faces and facial expressions. Consequently, it
has been reported that lesions of the amygdala causes de¢ciences in
social behavior (Kling & Steklis, 1975). Animals with lesions in the
amygdala are no longer able to interact with the other members of their
group.

From auditory cortex, the projections to the amygdala are less clear,
but it appears that the lateral nucleus receives inputs also from this
area (LeDoux, Farb, Ruggiero, & Reis, 1987; Weinberger, 1995).
Connections from the auditory regions of the superior temporal area
have also been reported (Amaral et al., 1992).

Apart from inputs from the monomodal sensory regions, the
amygdala also receives multimodal inputs from the entorhinal cortex
(Gray, Feldon, Rwalins, & Hemsley, 1981; Amaral et al., 1992). In this
respect, the amygdala is similar to the hippocampus which also receives
massive projections from this area. A second source of multimodal input
is the subiculum of the hippocampal formation (LeDoux, 1995), which is
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involved in the representation of stimuli over time intervals larger than
250^300 ms after their termination (Clark & Squire, 1998), It is likely
that these connections mediate representations of the temporal and
spatial context in which emotional learning occurs.

A ¢nal set of inputs comes from different parts of the prefrontal cor-
tex (Rolls, 1995; Fuster, 1997). It is not obvious that these areas should
be considered sensory since prefrontal cortex is involved in both sensory
and motor functions (Fuster, 1997). However, for the role that we
describe below, it is rightly seen as a sensory structure. The role of these
inputs which enter the amygdala in the lateral, basal, and accessory basal
nuceli, is probably to inhibit emotional reactions that are no longer cor-
rect (Rolls, 1995; LeDoux, 1996).

To summarize, the amygdala receives sensory information at a
number of levels of analysis. Each higher level can correct the
emotional learning that has taken place using information from
the earlier stages. The multimodal convergence at the amygdala
could be responsible for the association between a neutral stimulus
with an innate evaluation based on, for example, somatosensory,
gustatory, or visceral information. Additionally, the hypothalamus
contributes with information about the current motivational state
of the organism.

Outputs f rom the Amygdala

There are four main output pathways from the amygdala that will
interest us here. The ¢rst are the conections to the hypothalamus. These
are thought to be involved in motivational control of the structures
in the hypothalamus (Rosenzweig & Leiman, 1982; Thompson, 1980).
The second important output is directed toward the autonomic areas
of the medulla oblongata (Rolls, 1995). The output is responsible for
the somatid affects that usually accompany emotional states. The effect
is to prepare the body for swift action if required. Thirdly, there exist
backprojections to the sensory cortices that may be involved in the
emotional control of sensory categorization and motivation (Rolls,
1989; Weinberger, 1995, 1998). This includes both the facilitation of
memory creation in emotional situations and the ability to bias or prime
cortical processing with the current emotional state (LeDoux, 1996).
Finally, the amygdala also projects to prefrontal cortex (Rolls, 1995;
Schoenbaum et al., 1998).
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The amygdala projects to a number of subcortical areas that control,
for example, fear reactions and eating behavior (LeDoux, 1996). The
central nucleus of the amygdala project to the central gray that controls
freezing which is a reaction to danger. Through lateral hypothalamus,
it is able to control blood pressure and through the paraventricular
hypothalmus it can control the secretion of stress hormones. The central
nucleus can also in£uence the startle re£ex controlled by reticulopontis
caudalis.

Other outputs to the hypothalamus are involved with the control of
eating (Rosenzweig & Leiman, 1982; Thompson, 1980). For example,
the cortical medial nucleus of the amygdala appears to inhibit
ventromedia hypothalamus which in turn controls satiety. The effect
is to stimulate eating behavior. The basal lateral amygdala, on the
other hand, inhibits lateral hypothalamus and excites ventromedial
hypothalamus and thus has an inhibitory in£uence on eating
behavior.

The amygdala also sends information back to the sensory cortices
(Rolls, 1995; LeDoux, 1995; Weinberger, 1995). There are two types
of outputs with this function. The ¢rst type is a direct projection back
to the cortex that could take part in emotional priming of sensory
processing (Amaral et al., 1992; LeDoux, 1996). This type of
backprojection is especially salient in the visual system where the
amygdala connects to all levels of visual processing. This should be con-
trasted with the projections to the amygdala that mainly involve the
inferiotemporal area with the highest level of visual analysis. Through
the backprojections to sensory cortex, the amygdala could potentially
activate emotional memories or direct attention to simuli that are
relevant to the current emotional and motivational state (Rolls, 1992;
Holland & Gallagher, 1999).

Another type of backprojections passes through the basal forebrain
and may be involved in the formation of emotional memories by
enhancing the learning in emotional situations (Weinberger, 1995, 1998).
Experiments have shown that the formation of sensory categories
in auditory cortex can be controlled by the amygdala (Weinberger,
1995).

The emotional evaluation of the amygdala is also sent to the
prefrontal cortex (Rolls, 1995) and to the basal ganglia (Gray, 1995).
These outputs originate in the basal and accessory basal nuclei.
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PREFRONTAL CORTEX

An interesting view of the frontal cortex is that its role is to inhibit the
more posterior structures to which it connects (Shimamura, 1995;
Fuster, 1997). According to this view, the difference between the various
frontal regons comes primarily from the structures that they inhibit.
Taking this perspective on the role of the prefrontal cortex in emotion
suggests that it inhibits earlier established emotional reactions when they
are no longer appropriate, either because the context or the reward con-
tingencies have changed (Rolls 1986, 1990, 1995).

The orbital prefrontal cortex appears to be especially involved in this
function. This can be seen when reinforcement contingencies are
changed. Rolls (1995) suggests that the orbitofrontal cortex reacts to
omission of expected reward or punishment and controls extinction
of the learning in the amygdala. This extinction is suggested to be the
result of an inhibitory in£uence from the orbitofrontal region.

Cells have been found in the orbitofrontal cortex that are sensitive to
sensory stimulation and code for speci¢c stimuli (Rolls, 1992). This
makes it reasonable to consider this a sensory area. The reaction of these
cells are more complex than those in the earlier sensory cortices,
however, since they also re£ect the history of reinforcement that the
stimulus has encountered. These cells have also been found to reverse
their activity when reinforcement is changed (Rolls, 1995).

Apart from inhibitory control, prefrontal cortex has also been
suggested to take part in short-term working memory and preparatory
set (Fuster, 1997). For emotional processing, these aspects of the pre-
frontal system are somewhat different from its motor functions. Apart
from the orbital regions, the dorsolateral and ventromedial areas are
also believed to be involved in emotional processing (Davidson & Irwin,
1999). Patients with ventromedial damage are impaired in the antici-
pation of future reward or punishment but are still in£uenced by
immediate consequences of their actions. The dorsolateral prefrontal
cortex appears to be involved in working memory. Damage in this area
makes patients unable to sustain emotional reactions over longer times
(Davidson & Irwin, 1999).

A PRELIMINARY M ODEL

The presentation above suggests that there exists a number of interacting
learning systems in the brain that all deal with conditioning emotional
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responses. The amygdaloid system appears to be involved in excitatory
emotional conditioning, while the prefrontal system controls the
reactions to changing emotional contingencies (Rolls, 1986, 1995). Here,
we describe a preliminary model of these processes. The model is based
on neural networks, but we do not claim to model the neurons in the
different areas. The model should be considered at a functional rather
than at a neuronal level.

Figure 3 shows the main components of the model. It has four main
parts: thalamus, sensory cortex, amygdala, and orbitofrontal cortex.
The functions of the thalamus and the sensory cortex are only modelled

Figure 3. A computational model of the interaction between the amygdala and
orbitofrontal cortex in emotional conditioning. See text for explanation.
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in a very super¢cial way, while the amygdala and the orbitofrontal cor-
tex are more detailed.

The only function of the thalamus in this model is to let signals pass
through to the sensory cortex. The thalamus also sends a crude
projection to the amygdala represented in the model by a single con-
nection. Thus, this connection does not give a detailed picture of the
incoming stimulus but only represents that some stimulus are present.

The function of the sensory cortex is to send a more highly
differentiated stimulus representation to the amygdala and prefrontal
cortex. The cortical representation can thus guide both the initial
learning in the amygdala and extinction controlled by the prefrontal
cortex.

The main part of the model is divided into two parts, roughly cor-
responding to the amygdala and the orbital prefrontal cortex. Of course,
these areas are complex, and we have not in any way attempted to
capture all of their functionality. The amygdaloid part receives inputs
from the thalamus and cortical areas, while the orbital part receives
inputs from other cortical areas only (not counting the interconnections
with the amygdala). The system also receives a reinforcing signal. This
signal has been left unspeci¢ed, as it is still unclear from where it comes.
For ¢rst-order conditioning, the reinforcer would be a primary stimulus.

Turning to the details of the amygdala, we see that it receives three
types of sensory input. the ¢rst comes from the thalamus and the sensory
cortex and he second type consists of a signal that codes for emotional
signi¢cance. This input is called reinforcement in the model and corre-
sponds to, for example, taste or pain. Finally, the amygdala also receives
inhibitory input from the orbitofrontal system that can potentially
inhibit incorrect emotional responses.

Within the amygdala there are two systems. The ¢rst is responsible
for excitatory learning and consists of a number of sensory nodes
and a learning input. The learning input is part of a negative feedback
loop that will shut off the learning signal once the output reaches the
level of the reinforcement signal. This feedback loop will assure that
the emotional reaction is of the same magnitude as the reinforcement
signal. The second part of the amygdala is where inhibition from the
orbitofrontal system can control the output.

The orbitofrontal system also receives input from sensory cortex as
well as information about actual and expected reinforcement from
the amygdala. These latter signals are compared, and if an expected
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reward does not appear it will activate learning in the orbitofrontal
system. This learning makes the current stimulus able to control the
inhibition sent to the amygdala in such a way that the response can
be extinguished.

We have implemented this model of learning in the amygdala in a
simulator suitable for comparisons between neurophysiological data
and simulations. We hope that this will enable us to attain a clear under-
standing both of the functions of the amygdala and of the limitations
of the model, which can be dif¢cult to discern with a model that is
not testable in simulation.

In the implementation, there is one A node for every stimulus CS
(including one extra for the undifferentiated thalamic input). For each
A node, there is a plastic connection weight V . The input is multiplied
with this weight to become the output from an A node. Formally, let
Si be the intensity of the individual stimulus components represented
in the sensory input. the activity of each Ai node is calculated as

Ai ˆ SiVi:

The signal from thalamus is calculated as the maximum of all Si

Sth ˆ max
i

Si:

This signal is used as a coarse coding of the sensory input. The learning
in each A node connection is reinroced proportionally to the difference
between the reinforcer and the current output of all A nodes taken
together:

DVi ˆ a Si max 0; Rew ¡
X

j

Aj( )
" #

:

This makes the output of the model approach the magnitude of the
reinforcer.

There is also one O node for each of the stimuli. The O nodes behave
analogously to the A nodes, with a connection weight W applied to the
input signal to create an output:

Oi ˆ SiWi:

The reinforcer for the O nodes is calculated as the difference between the
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previous output E and the reinforcing signal:

DWi ˆ b Si

X

j

…Oj ¡ Rew†( ):

In other words, the O nodes compare the expected and received
reinforcement and inhibits the output of the model proportional to
the magnitude of the mismatch.

The E node sums the outputs from all the A nodes and subtracts the
inhibitory outputs from the O nodes. The result is the output from
the model:

E ˆ
X

i

Ai ¡
X

j

Oj:

This system thus works at two levels: the base system learns to pre-
dict and react to a given reinforcer. This subsystem effectively never
unlearns anything, thus giving the system the potential to retain
emotional connections for as long as necessary. The second auxiliary sys-
tem tracks mismatches between the base systems’ predictions and the
actual received reinforcer and learns to inhibit the system output in
proportion to the mismatch.

The subsystems receive partially different inputs: the base system
receives ¢nely discriminated inputs from sensory cortex, and also a
coarse signal from the thalamus. The sensory cortex also receives these
inputs from thalamus, and it is assumed that this cortex is responsible
for the subdividing and discrimination of the coarse input from
thalamus.

SIM ULATIONS

A number of simulations have been run of the model that shows that it is
a possible candidate for the emotional process in a two-process model.
The output from E can be used both to trigger autonomic reactions
and to control learning in a secondary learning process. Since the aim
of the model is to describe the classical conditioning of emotional
reactions in the amygdala, the simulated experiments were selected to
evaluate how the model reproduces the basic properties of emotional
conditioning. Although we believe that the conditioning of emotional
reactions is an important component of a larger learning system, we
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do not attempt to model other types of classical or instrumental con-
ditioning here since they do not appear to take place in the amygdala.

The basic features we have tested are acquistion of an emotional
reaction and subsequent extinction of this learning. We have also tested
simple habituation and a blocking schedule. These represent common
features of emotional learning and are often tested in animal
experiments.

Finally, we tested the consequences of simulated lesions on the
learning system. The simulated lesions paralleled those of several
neurophysiological studies and were aimed at comparing the structure
of the model with its biological counterpart. Lesions of the cortex or
the orbitofrontal system were simulated in a generalization and discrimi-
nation paradigm.

Habituation

Figure 4 shows the result of a habituation experiment. When an animal
encounters a novel stimulus it will ¢rst investigate it but later lose
interest if the stimulus does not predict anything of importance. Usually
this decreasing interest in a stimulus is studied through its effect on
the orienting response toward the stimulus. This reaction can be
operationally de¢ned as any response that (1) is elicited by novel stimuli
of any modality, and (2) habituates upon repetition of the stimulus
(Gray, 1975).

Figure 4. Simulation of habituation. The intensity of the novel stimulus and the emotional
response as functions of time. An intensity of zero indicates that the stimulus is not present.
At the ¢rst presentation of the novel stimulus (CS), a weak response (E) is elicited. The
response wanes after repeated nonreinforced presentation.

626 C. BALKENIUS AND J. MORÉN



In the simulation, the weights on the A modes are initially set at a
minimum level of 0.1, re£ecting a basic ``curiosity’’ for new stimuli.
When the stimulus is repeatedly presented without a reinforcer, the
orbital system learns to inhibit the output. If the orbital system itself
is disabled or inhibited, for example, if a change of situation occurs,
as in disinhibition, the signal is immediately restored to its ``curiosity’’
value.

This result is in accord with electrophysiological studies of the
amygdala where cells were found that initially reacted to any stimulus,
but habituated upon repeated presentation (Ono & Nishijo, 1992). Simi-
lar results have been found using fMRI in humans where the amygdala
initially reacts to pictures of emotional faces but rapidly habituates
on repeated presentation (Breiter et al., 1996). Habituation of the
amygdala have also been shown in a fear conditioning paradigm (LaBar,
Gatenby, Gore, LeDoux, & Phelps, 1998).

Acquisition and Extinction

We have simulated acquisition of the emotional response where a CS
was repeatedly paired with a reinforcer (US). Acquisition of emotional
reactions are usually much faster than other types of conditioning.
Emotional conditioning has been reported in as little as eight pairings
of a visual cue used as CS and electrical shock (LaBar et al., 1998).
In experiments with rats using an auditory stimulus, four pairings of
the CS and US was suf¢cient for the sound to elicit freezing behavior
(Morgan & LeDoux, 1999).

In Figure 5, we see the intensity of the input (CS), the reinforcement
signal (US), and the emotional output (E) as functions of time. The
emotional reaction increased with repeated pairing between the CS
and the US. In the second phase of the experiment, the reinforcement
was omitted which made the response extinguish again.

Blocking

When an emotional reaction has been associated with an eliciting stimu-
lus or context, subsequent conditioning to another stimulus is
substantially impaired (Mackintosh, 1983; McNish, Gewirtz, & Davis,
2000). The original learning blocks the acquisition of further
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associations. The ability of the model to reproduce this phenomenon was
tested in a second simulation.

In a blocking experiment, a stimulus CS1 is ¢rst paired with a US on
its own. When CS1 is able to produce an emotional reaction, it is paired
with the US again but this time together with a second stimulus CS2.
In this case, the initial learning will block conditioning to CS2 which will
be unaffected by the pairing with the US.

Figure 6 shows the behavior of the model in a blocking experiment.
In the ¢rst phase, CS1 is paired with the US until a stable emotional
response is produced. The procedure was identical to that in a previous
section.

In the second phase, CS together with CS2 is again paired with the
US. As can be seen, the initial emotional reaction is to CS1 and CS2

is slightly higher than that to CS1 alone. This is an effect of the initial
nonzero emotional value as shown in the next section. CS2 is quickly
habituated, however, and the response level returns to that of CS1 being
presented alone with the US.

In the third phase, CS2 is presented on its own and the emotional
response immediately drops to a lower level indicating blocking. The
response does not disappear completely, however, indicating
generalization between CS1 and CS2 (Mackintosh, 1983). This is a result
of the coarse representation of stimuli in the model thalamus. Because
of the crude model of thalamus used, the effect is somewhat exaggerated.

Figure 5. A simulation of acquisition and extinction of an emotional response. The stimulus
(CS) is paired with reinforcement (US) and an emotional reaction (E) is gradually learned.
In the second phase, the CS is presented without the US and the emotional response is
extinguished.
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Finally, CS1 is presented on its own again. The reappearing
emotional response shows that it has not been extinguished during
the test with CS2. In the absence of a reinforcer, the response to CS1

eventually extinguishes.

Lesions

To investigate the role of lesions in the model we run a number of simu-
lated lesion experiments. In the ¢rst experiment, a stimulus was ¢rst
paired with reinforcement and later presented on its own to produce
extinction. As could be expected, lesions of prefrontal or sensory cortex
did not interfere with initial acquisition since the thalamus was intact.
However, when the CS was presented on its own, the emotional reaction
did not extinguish. This shows that the model can reproduce the most
fundamental aspect of cortical lesions on emotional conditioning
(Tanaka, 1973; LeDoux et al., 1989).

In the second simulation, we investigated the role of thalamus com-
pared to sensory and prefrontal cortex. We tested the effect of lesions
of sensory and prefrontal cortex in a generalization and a discrimination
task.

Figure 6. Blocking. The intensity of two neutral stimuli CS1 and CS2 and a reinforcer US as
well as the emotional response E as functions of time. The experiment is organized in four
phases: acquisition, blocking, test of blocking, and test of original acquisition.
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First, a stimulus CS1 was paired with reinforcement until the
emotional response approached a steady level. Second, another simulus
CS2 was presented on its own to test to what extent the training to
CS1 did generalize to the new stimulus. Finally, the presentation of
CS2 was repeated without reinforcement until the response extinguished.
The lack of response to CS2 after extinction was taken as a sign of
discriminative learning. This experiment was run on both the intact
model, and on the model with orbitofrontal or sensory cortical lesions.

Figure 7 shows the result of these simulations. The emotional
response to CS2 after training with CS1 determines the level of
generalization between the stimuli. The response to CS2 after extinction
training with CS2 indicates the level of discriminastion between CS1

and CS2.
In the intact model, the generalization of CS1 training to CS2 was at

the level 0.6 compared to the reaction 1.0 to CS1. After repeated pres-
entation of CS2, the generalized response extinguished completely
showing that the model was able to discriminate between CS1 and CS2.

When sensory cortex was removed, the result was different. In this
case, the generalization to CS2 was complete giving a reaction of 1.0
to CS2, as well as to CS1 This reaction did not extinguish with repeated
presentation of CS2. This shows that in the model, extinction is not poss-
ible without the sensory cortex.

Finally, we tested the effect of orbitofrontal lesionns. In this case,
the generalization to CS2 was at the same level as the intact model (0.6),
but it did not extinguish when CS2 was presented on its own.

Figure 7. The result of lesions of the sensory cortex (CX ) and orbitofrontal cortex (OFC) on
generalization and discrimination.
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DISCUSSION

The model above is at a very early stage of development. a number of
additional components will have to be added before its utility can be
tested on more advanced problems.

It would be interesting to add a working memory to the frontal part
of the model. This memory would recognize that the situation had
changed and would then inhibit the inappropriate connections in the
amygdala until the situation changes again. This would involve adding
a model of the dorsolateral prefrontal cortex (Bechara, Damasio,
Tranel, & Anderson, 1998; Davidson & Irwin, 1999).

A mechanism for learning the context where each set of connections
in the amygdala were inapprpriate could be added to the frontal system.
This would bring the model close to current learning theoretical thinkig
that suggests extinction is under contextual control (Bouton & Nelson,
1998). This would, of course, require a greater sensory convergence
in the prefrontal cortex than that used in the current model. The ¢rst
steps toward such an extension of the model are reported in Balkenius
and Morën (2000).

Several computational models of the prefrontal cortex have been
proposed that could be made a starting point for a more elaborate pre-
frontal model. Both Dehane and Changeux (1991) and Levine, Parks,
and Prueitt (1993) have prpoed models of the prefrontal cortex in the
Wisconsin Card sorting Test. They cannot easily be adapted for use with
our model, however, since the mechanisms thought to be involved in
the Wisconsin Card Sorting Test are very different from those used
in emotional conditioning.

In the future, we plan to include backprojections to the sensory
representations that will control the development of sensory categories
for emotional events (Weinberger, 1995, 1998). A second role of these
connections could be to work as an attention mechanism that primes
the sensory system to stimuli that are of emotional value (LeDoux,
1996).

It will also be necessary to test the model with more complex
learning paradigms than the ones presented above. A number of other
situations that we will investigate in the future are described in Balkenius
and Morën (1998). An interesting extension would be to include the
second learning process in a two-process model for instrumental
learning. A candidate model of the secondary process can be found
in Balkenius (1996) and Balkenius and Morën (1999). Schmajuk (1997)
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describes a two-process model of avoidance learning that includes sub-
systems for both classical and operant condtioning. Since it includes
both parts of a two-process model, it can reproduce instrumental exper-
iments that are beyond the scope of the amygdala model. In principle,
the operant part of Schmajuk’s model could be merged with the model
presented here. However, Schmajuk’s model is purely behavioral and
is not grounded in neurophysiological ¢ndings.

Another limitation of the model is that only a single type of
emotional response has been considered so far. It will be necessary to
include more different emotions in the future to investigate how the
interaction between different emotions in£uence the processing in the
amygdala. Another important extension would be to include the inputs
from the hypothalamus that codes for the current motivational state
of the organism. This would make it possible for the model to select dif-
ferent behaviors and allow stimuli to have different reinforcing proper-
ties depending on the current need of the system (Rolls, 1995).

There are also a number of speci¢c questions that have to be
answered. Does there exist a negative feedback system within the
amygdala as proposed by the model? It has recently been shown that
neurons in the lateral amygdala show a large inhibitory postsynaptic
potential (Land & Parë, 1997). Can this be the effect of the required type
of feedback inhibition? Is it possible that this feedback lies outside of
the amygdala and can the system function without it? The main reason
for including this feedback is that it makes the model handle the blocking
paradigm in classical conditioning but it is not clear whether the
amygdala can support this phenomenon on its own.

Another question is whether habituation should require the
orbitofrontal system. There is some evidence against this view (Davidson
& Irwin, 1999), but the current solution also has some intriguing con-
sequences. If the orbitofrontal system is inhibited by a novel stimulus,
disinhibition or dishabitation will occur. By using the same system
for both dishabituation and disinhibition the similarities between these
two paradigms results automatically.
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